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1. INTRODUCTION

An AVIRIS data sct acquircd over Canal Flats, B.C., on August 14, 1990, was
uscd for the purposc of developing methodologics for surface reflectance retricval using
the 58 atmospheric code (Tanré ct al., 1990). A scenc of Rogers Dry Lake, California
(July 23, 1990), acquired within threc weeks of the Canal Flats scene, was used as a
potential reference for radiometric calibration purposes and for comparison with other
studics using primarily LOWTRANT7 (Green ct al., 1991). Previous aticmpts at surface
reflectance retricval indicated that reflectance values in the gascous absorption bands had
the poorest accuracy (Teillet ct al., 1991). Modifications to 5S to usc a 1 nm step size,
in order to make fuller usc of the 20 cm ' resolution of the gascous absorption data,
resulted in some improvement in the accuracy of the retrieved surface reflectance.
Estimates of precipitable water vapour using non-lincar Icast squares regression (Gao and
Goctz, 1990) and simple ratioing techniques such as the CIBR (Continuum Interpolated
Band Ratio) technique (Green et al., 1989) or the narrow/wide technique (Frouin ct al.,
1990), which relatc ratios of combinations of bands to precipitable water vapour through
calibration curves, were found to vary widcly. The cstimates depended on the bands used
for the estimation; nonc provided cntircly satisfactory surface reflectance curves.

2. METHODOLOGY

The original intcnt was 1o usc the Rogers Dry Lake scene and a corresponding
PIDAS (Portable Instant Display and Analysis Spectrometer) reflectance curve to provide
calibration cocfficients for the Canal Flats scene. Radiometric calibration factors were
derived by assuming that all of the discrepancy between the 5S predicted radiance and the
AVIRIS radiance data could be attributed to calibration unccertaintics, as a multiplicative
gain factor. Application of these derived calibration cocfficients to thc AVIRIS data
resulted in very smooth reflcctance curve retricvals throughout the Rogers Dry Lake
scene. However, the cffects of cven small variations in water vapour within that scenc
were detectable. Though the reflectance curves retricved from the Canal Flats scene were
smoother using the Rogers Dry Lake calibration cocfficicnts, irrcgularitics were
introduced. While some of the irrcgularitics were again in the water vapour absorption
regions, others were attributable to image to imagc differences in calibration.

The nature of these calibration irrcgularitics would indicate that, as a first
approximation, calibration uncertaintics could be assumed to be constant over the
wavelength intcrval used 1o cstimate water vapour amount. Should such an assumption
be reasonable, it would facilitate reliable cstimation of water vapour dcspitc these
uncertaintics. This assumption, along with the assumption that the surfacc reflectance
curve varics lincarly over the interval, and with the intrinsic atmospheric reflectance
varying lincarly as wcll, rcsults in a combincd lincar curve. The slope and intercept are
unknown and requirc cstimation, together with the cstimation of water vapour. Since the
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individual cffects arc not distinguishable, the paramcters can not nccessarily be interpreted
as truc surface reflectance unless optical depth and calibration arc known. Since the 55
code treats scaticring and absorption scparately, uncertaintics in optical depth have not
significantly alicred the cstimate of water vapour amount. Combining the intrinsic
atmospheric reflectance curve with the lincar surface reflectance curve, for estimation
purposcs only, produccs a slightly better fit for dark targets, such as water, and is in better
agrcement with the corresponding CIBR type calculation. This can be explained by the
trcatment of calibration unccrtaintics.

Lcast squares rcgression achicves optimal paramcter estimates when the
undcrlying error distribution is Gaussian. However, the method becomes unreliable with
cven onc outlier present. Since outlicrs and non-Gaussian noise are common occufrences,
robust rcgression methods with a maximum breakdown point as low as 50% have been
developed (Roussecuw and Leroy, 1987), and applicd to image analysis (Mcer et al,,
1991). These methods are suitable if the rescarcher has confidence that at least 50% of the
data points arc “good”. “Good” data points arc those for which the above assumptions
hold, and for which the explanatory model (i.c., the 58 atmospheric code and the gascous
model in particular) is valid. Since gascous transmittance is poorly modclled in the
wings of thc water vapour absorption region (Frouin ct al., 1990), only a limited number
of “good” bands arc likely; i.e., the 940 nm, 1130 nm, and bands on the shoulder where
gascous absorption is negligible. Assuming that this small sct of bands is “good”,
robust mcthods were uscd to identify other potential bands. This resulting sct of
consistent bands is dependent on the 5S gascous model, as well as the AVIRIS calibration
at the time of the overflight, and on any deviations from a lincar reflectance curve
assumption for the targets under investigation.

3. RESULTS

First, a strong shift in calibration was found between the 1131 and 1141 nm
bands in both scencs, making it impossible to bridge the 1130 continuum. Next, other
bands within the 940 continuum were cxcluded duc to poor fit (outlicrs), Icaving the
following candidates (uscd for subscquent comparisons): 872, 882, 939, 1035, 1045, and
1055 nm. When considering signaturcs where liquid water absorption is minimal, onc
finds that the sct of consistent bands is Targer, and for the opposite extreme of irrigated
ficlds, the 1035 and possibly the 1045 nm bands should be removed. Since the 939 nm
band is the only band from the above sct influenced by water vapour absorption, it is not
possible to test it as an outlier. Hence, the water vapour estimaltcs based on the
consistent set were comparcd (o the cstimate with the 1131 nm band included, and found
10 be within 3% of the original cstimate for all sample signaturcs tested (minimum of
10x 10 spatial pixcls in cach casc). That the cstimates were consistently lower when the
1131 nm band was included indicales that calibration or the gascous absorption modcl is a
morc scrious shorticoming than that of atmospheric scattering and absorption being
calculated scparatcly by 5S. For the Canal Flats scenc, the 930 nm band could be added
to the consistent set, though not for the Rogers Dry Lake scene. This variation in
consistent bands is attributed to calibration diffcrences, rather than to the gascous model.

With both the 920 and 949 nm bands identificd as cxtremely significant outliers,
whosc cffects do not cancel, the narrow/wide technique (911 - 959 nm) would not be
cxpected to perform well. Comparing the estimates bascd on the narrow/wide bands to
thc above cstimates, we found that they were within the 20% accuracy between the
narrow/widc cstimate and radiosonde data reported by Frouin ct al. (1990). The CIBR
uscs the 997 nm band, which was found to be unsuitable for the forested targets studied,
duc to liquid water absorption.  Water vapour cstimates bascd on the CIBR bands differed
by only 1% for the Rogers Dry Lake scene, but larger differences of up to 4% in forested
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scctions of Canal Flats and 8% for an irrigated field were observed. Once the bands are
sclected, estimated values for water vapour were comparable for the different methodolo-
gies: simple ratioing (1 cquation and 1 unknown); lincar reflectance assumption (3
cquations and 3 unknowns, but ignores calibration unccrtaintics); combined lincar
assumption (3 cquations and 3 unknowns); non-linear cstimation using more bands than
unknowns.

4, CONCLUSIONS

Duc to irrcgularitics in calibration, the appropriate bands for water vapour
cstimation may differ from scene 1o scene. The lincarity of the surface reflectance curves
for targets within the scenc, and the choice of atmospheric code, may also influence the
sclection. The quality of the water vapour cstimate is limited by the accuracy of the
gascous transmittance model used. While the identification of a sct of “good” bands and
robust cstimation techniques provide the tools for band sclection, a three-band calculation
would be satisfactory for the purpose of studying spatial variation in water vapour. For
surface reflectance retricval, improvements in the gaseous transmittance modcl and
methods to address the calibration problem in the AVIRIS data arc requircd.
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